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Abstract—Distributed computing is an enabling technology for many current and future application areas and is in-
creasingly pervasive. Distributed systems consisting of interconnected sets of dissimilar hardware or software systems 
are commonly referred to as heterogeneous distributed systems. As a consequence of large scale, heterogeneity is often 
inevitable in distributed systems. Furthermore, often heterogeneity is preferred by many users because heterogeneous 
distributed systems provide the flexibility to their users of different computer platforms for different applications. A 
Markov model of the Heterogeneous distributed system (HDS) with a circular consecutive Fnofoutk :−−− con-
figuration is developed and the availability and reliability measures are obtained.  
 
Index Terms— Heterogeneous Distributed System; Markov Model; Availability; Reliability. 
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1 INTRODUCTION                                                                     
ault tolerance in distributed systems is strictly related to 
their property of dependability and can be implemented in 
two ways: at the architectural level and at the application 
level [1]. Distributed systems have been widely used in 

many critical systems such as banking systems, military sys-
tems, nuclear systems, aircraft systems, power systems and so 
forth [2] , [3].  
 

A heterogeneous distributed system (HDS) due to its diver-
sity is more difficult to design than homogeneous distributed 
systems in which each system is based on the same, or closely 
related, hardware and software. However, as a consequence of 
large scale, heterogeneity is often inevitable in distributed sys-
tems. Furthermore, often heterogeneity is preferred by many 
users because HDS’s provide the flexibility to their users of 
different computer platforms for different applications. For 
example, a user may have the flexibility of choosing a super-
computer for simulations, a Macintosh for document pro-
cessing, and a UNIX workstation for program development. 

 
When the distributed system is homogeneous, the prob-

lem is simplified mathematically, but in real world systems 
like Internet, the computers have heterogeneous characteris-
tics. An upper bound of the reliability of heterogeneous dis-
tributed system was obtained by the construction of a tripar-
tite graph [4]. The service reliability and service availability of 
centralized heterogeneous distributed systems as an important 
measure of quality of service was studied by means of Markov 
model [5]. The capacity-based fuzzy reliability and perfor-

mance-based fuzzy reliability of large distributed non-
homogeneous networks was obtained by means of capacity 
and performance based models [6]. 

 
Task allocation for maximizing reliability of heterogene-

ous distributed systems was obtained using a simulated an-
nealing approach [7]. First an allocation model was developed 
by them for reliability based on cost function representing the 
unreliability caused by the execution of tasks on the system 
processors and the unreliability caused by the inter-processor 
communication time subject to constraints imposed by both 
the application and the system resources. Next a heuristic al-
gorithm is derived from the simulated annealing technique to 
quickly solve the task allocation problem. Further, they com-
pare the quality of the solutions with the branch and bound 
technique.  

 
A dynamic and reliability-driven real-time fault toler-

ant scheduling algorithm was proposed for heterogeneous 
distributed systems [8]. Primary-backup copy scheme is lever-
aged in to the algorithm to tolerate both hardware and soft-
ware failures. Their algorithm’s main objective is to dynami-
cally schedule independent, non-preemptive aperiodic tasks 
so that reliability is enhanced without additional hardware 
costs. Their algorithm is superior to the existing scheduling 
schemes in the literature due to its flexibility and the backup 
copies for active and passive forms. High availability was 
achieved based on residual lifetime analysis for heterogeneous 
distributed computational systems [9]. An availability model 
was provided taking into account system’s expected residual 
lifetime. Further an objective function was proposed about the 
model and a heuristic scheduling algorithm to maximize the 
availability with the make span constraint. 

 
There are several models such as Markov, graph and 

fuzzy available in the literature for HDS reliability and availa-
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bility analysis. Most distributed systems follow regular topol-
ogies to interconnect the computing nodes such as circle, rec-
tangular mesh, hypercube and star, simply because these 
structures allow simpler routing algorithms. The HDS consists 
of homogeneous distributed systems (or nodes) connected by 
gateways (GW) as shown in Figure 1. The nodes of a HDS are 
connected in a ring topology as the ring topology allows sim-
pler routing algorithms, higher fault tolerance ability and reli-
ability [10], [11]. The communication links and gateways are 
assumed to be perfect and a node failure does not partition the 
network. The HDS is a circular consecutive 

Fnofoutk :−−−  system with non-identical nodes as 
shown in Figure 2. The system fails whenever k consecutive 
nodes are failed, where nk ≤ . 
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Fig. 1.  Heterogeneous Distributed System 
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Fig. 2.  Circular Consecutive 2-out-of-4 : F system 

 
A consecutive Fnofoutk :−−− system consists of 

n components nCCC ,...,, 21 which either fail or operate. The 

system fails whenever k consecutive components are failed, 
where nk ≤ . If nCCC ,...,, 21  are arranged in a line, then the 
system is linear. If they form a circle, then the system is circu-
lar. For circular systems, it is assumed the components are 

labeled clockwise from 1 to n . The consecutive systems with 
identical components are analyzed by several researchers as 
shown in [12]. However, the analysis of consecutive systems 
with non-identical components is rare and only a few re-
searchers have made contributions [13]-[16]. The consecutive 

Fnofoutk :−−− system models are useful for design of 
integrated circuits, microwave relay stations in telecommuni-
cations, oil pipe systems, vacuum systems in accelerators, 
computer ring networks and spacecraft relay stations. 

 
The rest of the paper is organized as follow: Section 2 pre-

sents a Markov model of the HDS. In section 3, we present the 
numerical results of a four-node HDS. We perform a sensitivi-
ty analysis of system availability and system reliability on var-
ious parameters. In section 4, we give our conclusions. 

 
1.1 Notation 
 
n    number of nodes in HDS 
k    least number of consecutive nodes in    
                                      failed state 

iλ    failure rate of thi  node 
µ    repair rate of node 

)(tPi   probability of HDS in state i  at time   
                                      t  

)(tA   availability function 

)(tR   reliability function 

2 MODEL DESCRIPTION 
In this section a Markov model of HDS is described based on 
several assumptions. 

1. The heterogeneous distributed system has a circular 
consecutive Fnofoutk :−−− configuration as 
this configuration permits higher fault tolerance 
ability and reliability. 

2. The HDS consists of n working homogeneous dis-
tributed systems connected by gateways. 

3. The communication links and gateways are as-
sumed to be perfect. 

4. Each node (homogeneous distributed system) and 
HDS has only two states: up (working state) and 
down (failure state). 

5. The nodes are mutually independent. 
6. The failure time of the node i  is exponentially dis-

tributed with parameter iλ . 
7. There is a single repair facility to repair the nodes. 

When a node fails, repair immediately commences. 
The repair is carried out in a first come first serve 
(FCFS) basis. The repair time of a node is independ-
ent and identically distributed (i.i.d) following ex-
ponentially distribution with parameter µ . 
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8. The HDS fails whenever at least k consecutive 
nodes fail where nk ≤ . 

9. The repaired unit is as good as new and immediately 
shares the load of the system. 

10. The probability that two or more nodes are restored 
to the working condition or become failed in a small 
time interval is negligible. 

 
The state transition diagram of the four-node HDS is 
shown in Figure 3. A description of the states of HDS is 
given in Table 1. The states 0,1,2,3,4,6,10,11 and 15 in Fig-
ure 3 are the up states and the remaining states are down 
states of the system. The failure rate of thi  node is 

.4,3,2,1, =iiλ  
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Fig. 3. State transition diagram of 4-node HDS 
 

TABLE 1:  STATE DESCRIPTION 
 

State Description 
0 All four nodes of the system are working 

(initial state of the system) 
1 Node 1 is in a failed state and nodes 2,3,4 

are working 
2 Node 2 is in a failed state and nodes 1,3,4 

are working 
3 Node 3 is in a failed state and nodes 1,2,4 

are working 
4 Node 4 is in a failed state and nodes 1,2,3 re 

working 
5 Nodes 1,2 are in failed state and nodes 3,4 

are working 
6 Nodes 1,3 are in failed state and nodes 2,4 

are working 
7 Nodes 1,4 are in failed state and nodes 2,3 

are working 
8 Nodes 2,1 are in failed state and nodes 3,4 

are working 

9 Nodes 2,3 are in failed state and nodes 1,4 
are working 

10 Nodes 2,4 are in failed state and nodes 1,3 
are working 

11 Nodes 3,1 are in failed state and nodes 2,4 
are working 

12 Nodes 3,2 are in failed state and nodes 1,4 
are working 

13 Nodes 3,4 are in failed state and nodes 1,2 
are working 

14 Nodes 4,1 are in failed state and nodes 2,3 
are working 

15 Nodes 4,2 are in failed state and nodes 1,3 
are working 

16 Nodes 4,3 are in failed state and nodes 1,2 
are working 

17 Nodes 1,3,2 are in a failed state and node 4 
is working 

18 Nodes 1,3,4 are in failed state and node 2 is 
working 

19 Nodes 2,4,1 are in failed state and node 3 is 
working 

20 Nodes 2,4,3 are in failed state and node 1 is 
working 

21 Nodes 3,1,2 are in failed state and node 4 is 
working 

22 Nodes 3,1,4 are in failed state and node 2 is 
working 

23 Nodes 4,2,1 are in failed state and node 3 is 
working 

24 Nodes 4,2,3 are in failed state and node 1 is 
working 

 
The corresponding set of Kolomogorov’s differential  

equations is: 
 

)()()()()()(
)(

432104321
0 tPtPtPtPtP
dt

tdP
µµµµλλλλ +++++++−=

 
 (1) 

)()()()()()()(
765011432

1 tPtPtPtPtP
dt

tdP
µµµλλλλµ +++++++−=          (2) 

)()()()()()()(
1098022431

2 tPtPtPtPtP
dt

tdP
µµµλλλλµ +++++++−=   (3) 

)()()()()()(
)(

131211033421
3 tPtPtPtPtP
dt

tdP
µµµλλλλµ +++++++−=    (4) 

)()()()()()()(
161514044321

4 tPtPtPtPtP
dt

tdP
µµµλλλλµ +++++++−=   (5) 

)()(
)(

125
5 tPtP
dt

tdP
λµ +−=       (6) 

)()()()()(
)(

181713642
6 tPtPtPtP
dt

tdP
µµλλλµ +++++−=     (7) 

)()(
)(

147
7 tPtP
dt

tdP
λµ +−=   (8) 

)()(
)(

218
8 tPtP
dt

tdP
λµ +−=             (9) 
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)()(
)(

239
9 tPtP
dt

tdP
λµ +−=             (10) 

)()()()()(
)(

2019241031
10 tPtPtPtP
dt

tdP
µµλλλµ +++++−=         (11) 

 
)()()()()()(

2221311142
11 tPtPtPtP
dt

tdP
µµλλλµ +++++−=      (12) 

)()()(
3212

12 tPtP
dt

tdP
λµ +−=           (13) 

)()(
)(

3413
13 tPtP
dt

tdP
λµ +−=         (14) 

)()()(
4114

14 tPtP
dt

tdP
λµ +−=                                    (15) 

)()()()()(
)(

2423421531
15 tPtPtPtP
dt

tdP
µµλλλµ +++++−=   (16) 

)()(
)(

4316
16 tPtP
dt

tdP
λµ +−=                     (17) 

)()(
)(

6217
17 tPtP
dt

tdP
λµ +−=         (18) 

)()(
)(

6418
18 tPtP
dt

tdP
λµ +−=              (19) 

)()(
)(

10119
19 tPtP
dt

tdP
λµ +−=         (20) 

)()(
)(

10320
20 tPtP
dt

tdP
λµ +−=       (21) 

)()()(
11221

21 tPtP
dt

tdP
λµ +−=

 
 (22) 

)()()(
11422

22 tPtP
dt

tdP
λµ +−=                         (23) 

)()(
)(

15123
23 tPtP
dt

tdP
λµ +−=                      (24) 

)()()(
15324

24 tPtP
dt

tdP
λµ +−=                                         (25) 

 

Initial conditions are ,1)0(0 =P  and 0,0)0( >= iPi . 
 

Taking Laplace transform of the differential equations 
(2.1) to (2.25) with initial conditions and by solving, the state 
probabilities are obtained. The closed form expressions of 

)(tPi  are not shown due to the difficulty involved in Laplace 
inversion of functions by analytical method. Hence all state 
probabilities are obtained numerically using MATLAB. The 
availability, reliability and MTTF are calculated using the fol-
lowing formulas. 

 

The availability of the system is calculated by 
 

,)()( ∑=
i

i tPtA   

where i is the working state of the system 
 

The repair transition from each of the down states to up 
states is valid for the availability analysis and not val-
id for the reliability analysis of the HDS. i.e., the failure 
states are regarded as absorbing states. 
 
The reliability of the system is calculated by 
 

,)()( ∑=
i

i tPtR  

 where i is the working state of the system 
 
The mean-time-to-failure of the system is calculated by 
 

MTTF= ∫
∞

0
.)( dttR  

3 NUMERICAL ILLUSTRATIONS 
In this section, the dependability measures of HDS are pre-
sented. The illustrations are provided for a four node HDS.  
 
3.1 Availability Measures 
 

The HDS availability function is graphically represented in 
Figure 4 with repair rate as 1=µ  per year. This figure shows 
the effect of node failure rates on HDS availability. It is ob-
served that the availability increases with decrease in node 
failure rates and attains steady state after 2.5 years. The HDS 
availability function is graphically represented in Figure 5 
with node repair rates as 

4.0,3.0,2.0,1.0 4321 ==== λλλλ (per year). The effect 

of repair rate on HDS availability is shown in this figure. It is 
seen that the availability increases with increase in repair rate 
attains steady state after 2.5 years.  
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Fig. 4. Effect of Failure Rates on HDS Availability 

 
 

 
 
 

Fig. 5. Effect of Repair Rate on HDS Availability 
 

3.2 Reliability Measures 
 
 

HDS reliability function is depicted in Figure 6 with repair 
rate 1=µ per year. The effect of node failure rates on HDS 
reliability is shown in this figure. It is observed that the relia-
bility increases with decrease in node failure rates. The HDS 
reliability function is depicted in Figure 7 with 1.01 =λ per 

year, 2.02 =λ per year, 3.03 =λ  per year, 4.04 =λ per 
year. This figure shows the effect of repair rate on HDS relia-
bility. It is observed that the reliability increases with increase 
in repair rate. 
 
 The effect of repair rate on HDS MTTF is shown in Figure 8. It 
is observed that MTTF increases with increase in repair rate 
and decreases with increase in node failure rates. 
 

 
 

Fig. 6. Effect of Failure Rates on HDS Reliability 

 
 
 

 
 

Fig. 7. Effect of Repair Rate on HDS Reliability 
 

 
Fig. 8. Effect of Repair Rate on HDS MTTF 

4 CONCLUSION 
 In this paper, a Markov model for the heterogeneous 

distributed system is described. The transient solutions of 
the system are obtained. Dependability measures such as 
availability, reliability and MTTF are calculated. 

A particular case with 4=n  and 2=k  is analyzed 
numerically. The effect of node failure rates and node re-
pair rate on HDS availability and HDS reliability is shown. 
It is observed that as node failure rates decrease and node 
repair rates increase, the HDS availability, HDS reliability 
and HDS MTTF increase. Although the analysis of a four 
node heterogeneous distributed system is discussed in this 
paper, the approach is applicable for a n-node heterogene-
ous distributed system. The developed model may be use-
ful in computer ring networks and spacecraft relay stations. 
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